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ABSTRACT

Representation of shallow cumulus is a challenge for mesoscale numerical weather prediction models.

These cloud fields have important effects on temperature, solar irradiance, convective initiation, and pol-

lutant transport, among other processes. Recent improvements to physics schemes available in the Weather

Research and Forecasting (WRF) Model aim to improve representation of shallow cumulus, in particular

over land. TheDOELESARMSymbiotic Simulation andObservationWorkflow (LASSO) project provides

several cases that we use here to test the new physics improvements. The LASSO cases use multiple large-

scale forcings to drive large-eddy simulations (LES), and the LES output is easily compared to output from

WRF single-column simulations driven with the same initial conditions and forcings. The new Mellor–

Yamada–Nakanishi–Niino (MYNN) eddy diffusivity mass-flux (EDMF) boundary layer and shallow cloud

scheme produces clouds with timing, liquid water path (LWP), and cloud fraction that agree well with LES

over a wide range of those variables. Here we examine those variables and test the scheme’s sensitivity to

perturbations of a few key parameters.We also discuss the challenges and uncertainties of single-column tests.

The older, simpler total energy mass-flux (TEMF) scheme is included for comparison, and its tuning is im-

proved. This is the first published use of the LASSO cases for parameterization development, and the first

published study to use such a large number of cases with varying cloud amount. This is also the first study to

use a more precise combined infrared and microwave retrieval of LWP to evaluate modeled clouds.

1. Introduction

Shallow cumulus fields have important effects on the

surface and atmosphere (Ma et al. 2018; VanWeverberg

et al. 2018), but are challenging to model (Arakawa

2004; Neggers et al. 2004) and difficult to observe

quantitatively. Recently, some attention has been fo-

cused on these cloud fields over land, to complement

more extensive studies over water. Here, we report on

tests of new physics in the WRF Model for shallow cu-

mulus cases. The single-column model (SCM) runs are

driven by forcing data prepared for theDOELESARM

Symbiotic Simulation and Observation (LASSO) proj-

ect, and compared with large-eddy simulations (LES)

produced by LASSO that are driven by those same
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forcing data. From thewide variety of large-scale forcing

combinations and LES runs available, we chose a small

subset that nonetheless covers a broad range of cloud

properties within the shallow cumulus range. We find

good correspondence between the SCM and LES, par-

ticularly for cloud cover, liquid water path, and their

diurnal cycles, and we analyze and discuss points of

agreement and disagreement. Sensitivity of the scheme

to perturbations of two key parameters is tested.

This paper demonstrates the first application of

ARM’s new LASSO data bundles for improving pa-

rameterization of the boundary layer and shallow

clouds. Our work shows the value of moving beyond

single case studies and the typical idealized LES test

cases and using multiple simulated days under the same

meteorological regime of shallow convection. This helps

identify how well EDMF captures this regime, which, as

is shown in the five cases used in this study, can vary in

the subtleties that lead to the cloud formation. Within

those 5 case days, we use different initialization and

forcing data to expand the number of simulations to 15.

The differences would not be easily identified using one

or a few idealized cases.

2. TheMYNN-EDMF and TEMF schemes inWRF

The newMellor–Yamada–Nakanishi–Niino (MYNN)

eddy diffusivity mass-flux (EDMF) boundary layer and

shallow cloud scheme and the older, simpler total energy

mass-flux (TEMF) scheme belong to the family of eddy

diffusivity mass-flux schemes for vertical turbulent

mixing in mesoscale models. While these are commonly

called ‘‘PBL schemes,’’ it is worth noting that in WRF

they are responsible for all vertical turbulent mixing, not

only that occurring in the planetary boundary layer.

EDMF schemes provide a natural, physically appealing

way to handle the problem of nonlocal transport in the

convective boundary layer, and a natural expression of

the connection between dry thermals and cumulus

clouds. Because shallow cumulus schemes are part of the

boundary layer, the preferred solution is an integrated

boundary layer and shallow cumulus scheme rather than

separate schemes (Arakawa 2004). Using EDMF, there

is no need for a triggering condition for cumulus clouds

to form, or for a closure formulation at cloud base.

Chatfield and Brost (1987) may have been the first

to combine eddy diffusivity, commonly used for PBL

mixing, with mass flux, commonly used to represent the

vertical transport within cumulus clouds. Since about

the year 2000, many EDMF schemes have been de-

veloped (Angevine 2005; Hourdin et al. 2002; Pergaud

et al. 2009; Rio and Hourdin 2008; Siebesma and

Teixeira 2000; Siebesma et al. 2007; Neggers et al. 2009;

Su�selj et al. 2012, 2013, 2014) and several have been

implemented in operational models including the

ECMWF Integrated Forecast System (Köhler et al. 2011),
the U.S. Navy Global Environmental Model (Su�selj et al.

2014), and the NCEP GFS (Han et al. 2016).

The TEMF scheme (Angevine 2005; Angevine et al.

2010) has been available in WRF for several versions.

Here we use it as an example of a relatively simple

scheme, having a single updraft. TEMF has been suc-

cessfully deployed in several research studies (Angevine

et al. 2012, 2013, 2014; Huang et al. 2013; Mielikainen

et al. 2015). Some parameters are modified to improve

(tune) its performance for one of the LASSO cases, as

described in the discussion section below. In TEMF, the

updraft mass flux and vertical velocity are specified at

the lowest model level; therefore, the updraft area is

diagnosed and varies with height. The initial updraft

area is approximately 6%.

MYNN-EDMF is an enhancement of the Mellor–

Yamada–Nakanishii–Niino PBL parameterization

(Nakanishi and Niino 2009) that has been available in

WRF for many versions. Its development is primarily

targeted toward the operational Rapid Refresh (RAP)

and High Resolution Rapid Refresh (HRRR) models

(Benjamin et al. 2016), but the MYNN scheme is also

widely used in other WRF applications. The EDMF

version has been available since version 3.8 (2016) but

was turned off by default; it is turned on by default in

WRF, version 4.0, released in June 2018. MYNN-EDMF

is the first multiplume EDMF scheme for an operational

model in the United States. A full description of the

scheme and its evolution will be provided by Olson et al.

(2018, unpublished manuscript). For the present pur-

poses, we note a few vital points about themass-flux part

of the scheme. It uses up to 10 updrafts, each repre-

senting plumes of discrete diameters (100–1000m in

increments of 100m), the number of plumes being var-

iable depending on the boundary layer height (PBLH)

and horizontal grid spacing (Dx). All plumes with di-

ameter smaller than the PBLH and less than Dx are

available for activation. Making the maximum vertically

coherent plumewidth approximately equal to the PBLH

follows results from LES cases (Neggers et al. 2003) and

satellite observations (Cahalan and Joseph 1989). For

the SCM tests reported here, the grid spacing, which has

no other effect on the solution, is set to 13 km, so all 10

updrafts are available.

The initial updraft velocity and scalar properties are

specified for each updraft at the surface. Each plume is

integrated upward until the vertical velocity becomes

negative. The fractional entrainment rate for each

plume is l 5 0.5/(widi), where wi and di are the vertical

velocity and diameter of plume i, respectively. This
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diameter-dependent entrainment rate allows each

plume to evolve differently, thus attempting to repre-

sent a broad range of thermals in a convective boundary

layer. It is similar to the method of Tian and Kuang

(2016). With the diameter of each plume assumed to be

held constant with height, only the variation of the

vertical velocity with height (see the appendix) can vary

the mass flux with height. There is no explicit detrain-

ment in the MYNN-EDMF scheme.

The total updraft area of all plumes in a grid column

au is a function of the surface buoyancy flux Q (in

kinematic units). The purpose is to act as a ‘‘soft

triggering’’ mechanism, as discussed in Neggers et al.

(2009), allowing the mass flux to ramp up during the

morning hours and taper off more slowly in the evening

transition. We use a hyperbolic tangent function to

control this variation:

a
u
5 0:5 3 tanh[(Q2 0:03)/0:09]1 0:5 ,

so au is about ;10% for Q . 0.3Kms21 but can be as

small as;2% forQ near 0. Thus, the total area fraction

of all coherent plumes is not directly related to the

conceptual size of individual plumes. The contributions

of all activated plumes are then averaged according to a

power law, expressing the number density of plumes as a

function of plume width, to represent the mean ensem-

ble of plumes covering au in a model column. This

multiplume-size concept was inspired by the work of

Neggers (2015).

Other key design aspects of the mass-flux scheme

within MYNN-EDMF include the following:

1) The form of the vertical velocity equation is taken

from Simpson and Wiggert (1969) (see the appen-

dix), similar to other mass-flux schemes.

2) The activation of the mass-flux scheme requires a

positive surface buoyancy flux and a superadiabatic

profile in the lowest 50m of the model atmosphere.

3) The eddy-diffusion and mass-flux components are

solved simultaneously using a semi-implicit method

following Siebesma et al. (2007).

Cloud in the WRF SCM running MYNN-EDMF can be

produced by three processes:

1) The mass-flux component produces clouds when

one or more updrafts reach above their lifting

condensation level and condense. In both TEMF

and MYNN-EDMF, the updraft condensation

occurs at saturation and is restricted to liquid

only. In this case, the cumulus cloud fraction is

calculated according to Chaboureau and Bechtold

(2005) and is not identical to the updraft area

fraction.

2) A nonconvective subgrid component derived from

Chaboureau and Bechtold (2002) produces cloud

when relative humidity and the variance of the

saturation deficit are sufficiently large that some

portion of the grid cell is estimated to condense.

3) The microphysics scheme produces grid-scale cloud

when the grid-scale relative humidity reaches 100%.

Clouds produced by these three processes are referred

to below as mass flux (MF), nonconvective subgrid

(NCS), and grid-scale cloud.

All parameterization schemes for operational or quasi-

operational models must run reliably in all conditions

without crashing or producing obviously wrong results for

numerical reasons. Therefore, all schemes include some

limits or safety barriers in addition to their conceptually

driven formulation. The code used here is the same as

that implemented into in WRF-ARW, version 4.0, and

can be studied in the appendix or in the WRF release.

3. LASSO

The LASSO project was designed to bring together

observations and LES to improve physical parame-

terizations in numerical models, among other goals

(Gustafson et al. 2017a). A number of individual com-

parisons of LES to each other (Beare et al. 2006), and of

SCM to LES (Bosveld et al. 2014; Svensson et al. 2011),

have been undertaken and have proven useful. Neggers

et al. (2012) implemented a continuous system for run-

ning and comparing single-column models and LES.

LASSO adds a large and growing library of shallow

cumulus cases over land at the ARM Southern Great

Plains site (Sisterson et al. 2016). Such comparisons

are sensitive to the initial and boundary conditions and

advection terms supplied to the LES or SCM (Baas

et al. 2010; Basu et al. 2008). LASSO addresses this

issue by using several different large-scale forcing

datasets for each case day, thus promoting the explo-

ration of the space of possible ‘‘correct’’ solutions.

Discussion of these issues can also be found in Heinze

et al. (2017).

For this study, we chose three simulations for each of

the five days of the LASSO Alpha 1 release (Gustafson

et al. 2017b). The simulations we chose have initial

conditions, surface forcings, and advective forcings from

the same analysis for each simulation (Table 1). All of

the simulations we chose were run with the WRF LES.

In choosing these simulations from the many available

for each day, we were looking for a range of results, not

necessarily for the ‘‘best’’ simulation by any particular

criteria. The comparisons that follow are made to the

LES, not to observations directly; however, we do show

DECEMBER 2018 ANGEV INE ET AL . 4305



sounding profiles and liquid water path observations

where they are available. Correspondence between LES

and observations will be the subject of forthcoming re-

ports and publications from the LASSO team. However,

various metrics of the LES with respect to observations

are computed and displayed on the LASSO website.

The WRF LES runs were selected because we were al-

ready familiar with WRF output formats. Table 1 shows

the simulation identifiers and the forcings for each.

The forcing analyses are described in Gustafson et al.

(2017c), here we mention them very briefly. Varia-

tional analysis over a 300-km region (VARANAL)

starts from the operational Rapid Refresh analysis

(Hu et al. 2017) and uses ARMand other observations.

ECMWF is an analysis derived from forecasts made

by the European Centre for Medium-Range Weather

Forecasts, representing an area 413 km on a side. The

multiscale data assimilation (MSDA) technique uses

WRF simulations driven by a multiscale data assimila-

tion technique (Li et al. 2015a,b). The MSDA simula-

tions chosen here represent an area 300km on each side.

The advective forcings include vertical motion (sub-

sidence), temperature, humidity, and geostrophic wind.

4. Single-column model setup and issues

The WRF single-column model capability was de-

scribed by Hacker and Angevine (2013). It allows for

initialization of the model with specified temperature,

humidity, and wind profiles. During the run, advective

tendencies are implemented by relaxing the model on

specified time scales. Two time scales are available. For

this work, only the so-called large-scale tendencies are

used. The relaxation time scale is set to the model time

step, so the tendencies exactly follow those specified.

The profile quantities by which the SCM is driven are

geostrophic wind, subsidence (vertical velocity), tem-

perature, and water vapor (specific humidity). At the

surface, the model can be forced by specified sensible

heat flux, latent heat flux, and skin temperature. Alter-

natively, the model can be run with an interactive land

surface. Other issues with SCM forcing are discussed by,

for example, Tang et al. (2017).

The surface forcing deserves further exploration.

WRF is normally used in a coupled mode, wherein the

surface layer scheme, land surface scheme, and PBL

scheme are called in that order during each time step.

The surface layer scheme computes exchange co-

efficients, similarity variables, and friction velocity (u*),

which differ for each surface layer and PBL-scheme

combination. The land surface scheme then computes

the terms of the surface energy budget, including sen-

sible and latent heat fluxes and skin temperature. These

quantities are not independent; they are coupled

through the effective stability functions coded into the

surface layer land surface schemes. So, for example, the

skin temperature, temperature at the first atmospheric

model level, and u* determine the sensible heat flux in

the normal coupled configuration. To run idealized

simulations, we often choose to specify several of these

quantities. There is a risk that the specification, derived

from some particular model, may not be consistent with

the parameterized physics within the SCM (or LES). In

this study, for the basic runs with the MYNN-EDMF

scheme, we force the heat fluxes and skin temperature.

The MYNN surface layer scheme computes u*. The

MYNN PBL scheme does not make use of the skin

temperature; instead it uses the Obukhov length L.

Because the skin temperature provided to the surface

layer scheme is not necessarily consistent with the heat

flux and first-level temperature, L is recomputed in the

surface driver at each time step. The surface forcing,

including this recalculation, is done by custom code in

the surface driver, not part of the regular WRF release

package.

To explore the implications of this possible surface

forcing inconsistency, we also execute ‘‘coupled’’ runs,

wherein the Noah land surface model is called to pro-

vide surface fluxes, and the provided fluxes and skin

temperature are not used. The results are generally

similar between coupled and uncoupled (surface forced)

runs; important differences will be described below. All

of the TEMF runs are coupled.

The vertical grid for most of the runs shown here is

approximately that used for the operational Rapid

Refresh and High Resolution Rapid Refresh models. It

has 51 levels, compressed near the ground and near the

tropopause (see the appendix). The lowest level is ap-

proximately 7.7m AGL and the model top is at ap-

proximately 14.6 km AGL. In the cloud layer of these

simulations, at 2000mAGL, the layer thickness is 387m,

and at 5000m AGL, the layer is 518m thick. This rela-

tively coarse grid plays a role in the results shown later.

For TEMF, we use a 64-level grid withmore levels in the

TABLE 1. Simulation identification and source of large-scale

advective forcings, initial conditions, and surface forcings for the

simulations chosen for this study. Note that the Jun (6, 9, and

27 Jun) andAug (1 and 29Aug) case days have different simulation

identifiers.

SIM_ID

(Jun)

SIM_ID

(Aug) Forcing

Initial

condition Surface

30 26 VARANAL VARANAL VARANAL

31 27 MSDA MSDA MSDA

34 30 ECMWF ECMWF ECMWF
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cloud layer, since this is more similar to the grid that an

ordinary research user of WRF might use.

5. Results

First we show the results for one simulation on mul-

tiple days. The simulation chosen uses the VARANAL

forcings (Table 1). We focus on cloud properties. Cloud

base depends on the subcloud temperature and water

vapor. Cloud top depends on the updraft lateral en-

trainment rate, and the balance of momentum between

deceleration due to the increasing environmental tem-

perature and latent heat release in the updraft. The

liquid water content depends on the small difference

between total water and saturation water vapor in the

updraft, and is a sensitive indication of the amount of

cloud. Cloud fraction and liquid water in each model

layer together determine the effect on radiation. For

simplicity, we primarily show the vertically integrated

liquid water (LWP) and maximum cloud fraction in any

layer (cloud cover).

LWP in the LES varies by an order of magnitude

between the extremes of 9 June and 29 August (Fig. 1).

During the part of the day when clouds are active

(roughly 1200–1600 CST), the SCM captures the varia-

tion. During the active part of each day, the mass-flux

component accounts for almost all of the cloud (mass-

flux part and total are equal). Late in the day on 9 June

and 1 August, the nonconvective subgrid cloud is active,

and produces large cloud fractions within the boundary

layer, which are not seen in the LES. On 29August, only

the nonconvective subgrid cloud part produces cloud,

which is somewhat overestimated but still quite tenuous.

Cloud cover varies much less from day to day than LWP,

and is well captured during the active part of all days

except 29 August. Cloud base and top are visibly af-

fected by the coarse SCM vertical grid, but generally

follow the LES well. On all days except 1 August, the

SCM forms cloud earlier than the LES, but this early

cloud is very thin and tenuous.

Vertical profiles at roughly the time of peak cloud

activity from the same simulations are shown in Fig. 2.

Generally the SCM potential temperature profiles

match the LES well, with different small errors on dif-

ferent days. There is a general tendency for the SCM to

be too moist near the surface and too dry aloft, with q

profiles less well mixed than in the LES. This may in-

dicate that the mass-flux contribution is too weak. Less

mixing is needed to produce well-mixed profiles of

temperature than for water vapor, because the surface

flux and entrainment flux (top) of heat both tend to

warm the layer, while the fluxes for water vapor often

tend to moisten the layer at the bottom and dry it at the

top (Cancelli et al. 2014; Larsen et al. 2014). Further

research on this issue is needed.

Figure 2 also includes radiosonde profiles at 2030

UTC for the three days on which they were available.

Observed potential temperature is warmer than mod-

eled by either LES or SCM in the subcloud layer. On

6 June, the observed boundary layer (including the

cloud layer) is shallower than either type of model, on

9 June it is deeper, and on 27 June it is about the same.

Observed subcloud layer moisture is greater on 6 June,

less on 9 June, and about the same on 27 June as in the

models. The observed inversion at the PBL top is

sharper than in themodels. In general the SCM and LES

agree better than either type of model agrees with the

observations. This is not surprising, since the models

are driven by the same initial, surface, and advective

forcings.

Different large-scale forcings produce quite different

solutions in both LES and SCM for the same day.

Figure 3 shows the cloud properties for 6 June using

the three large-scale forcings shown in Table 1. The

VARANAL simulation is the same as the top row of

Fig. 1. It has robust clouds and a good match between

LES and SCM. The MSDA simulation has almost no

cloud in the LES. The nonconvective subgrid cloud part

of MYNN-EDMF produces a small amount of cloud in

the middle of the day. The simulation from the ECMWF

analysis has an intermediate amount of cloud. The cloud

starts early in the SCM, and is too deep (low base and

high top) until about 1100 CST, but with nearly no liquid

water path. The mass-flux part cuts off early, around

2100 UTC, and the nonconvective subgrid part takes

over. That part of the code reproduces the deep but

relatively tenuous cloud layer that extends to the surface

in the LES, albeit with imperfect timing.

The vertical profiles (Fig. 4) for these three simula-

tions on 6 June are instructive in understanding the

differences in cloud properties that arise from the dif-

ferent forcings. Liquid water content is also shown on

the water vapor plots. The LES, with its relatively fine

grid, has smooth profiles, including those of liquid. The

SCM potential temperature and water vapor profiles are

not smooth. Liquid profiles are well represented con-

sidering the coarse SCM grid. This is encouraging given

the inability of the SCM to fully capture the moisture

profile in the upper half of the boundary layer. Com-

pared to the observed sounding (note that it is the same

in all rows of the figure), we see that the simulations with

VARANAL have a PBL that is too deep, those with

MSDA are too shallow, and the ECMWF forcings give a

reasonable PBL depth but with temperatures that are

too cool. Again, the LES and SCM simulations for each

forcing are more similar to each other than to the
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FIG. 1. Cloud properties in the LES and MYNN-EDMF SCM (51 levels, uncoupled) for one simulation on five

days (rows labeled on the left). Cloud base and top (m), liquid water path (kgm22), and cloud cover (unitless) are

shown in columns as labeled. Line colors are called out in the legend. Note that vertical axes for cloud cover differ for

each day. In the LWPplots, the contribution from themass-flux component is shown in yellow, and the total including

nonconvective subgrid cloud is in blue.
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FIG. 2. Potential temperature and specific humidity profiles for the same simulations shown in Fig. 1, at time

1430 CST. LES profiles (domain averaged) are in red, SCM in blue. Radiosonde profiles at the same time are shown

for the three days for which they are available; moisture profile on 9 Jun is of poor quality and not shown.
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FIG. 3. Cloud properties in the LES and SCM (uncoupled) for three simulations (forcings as labeled on the left) on

one day (6 Jun 2015). Cloud base and top (m), liquid water path (kgm22), and cloud cover (unitless) are shown in

columns as labeled. Line colors are called out in the legend. In the LWP plots, the contribution from the mass-flux

component is shown in yellow, and the total including nonconvective subgrid cloud is in blue.
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FIG. 4. Potential temperature and specific humidity profiles for the simulations shown in Fig. 3, at time 1430 CST.

LES profiles are in red, SCM is in blue, and 2030 UTC sounding is in yellow (same sounding for all three rows).

In the right column, liquid water content (kg kg21 3 100) is also shown, with the LES in green and SCM in purple.
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observations, affirming the importance of the forcing to

the simulated solution. On the other four days, the three

simulations exhibited similar relative behavior, so we do

not show them here.

A quantitative evaluation of the liquid water path is

shown in Fig. 5. The LWP for the three simulations on

each day is averaged over 1000–1800 CST, approxi-

mately the period of active cloud. Cloud liquid due only

to mass flux (yellow) is shown separately from the total

of all three cloud processes (blue). The LES and SCM

LWP covary substantially, although the mass flux alone

represents the LES slightly better. Correlation coeffi-

cients between the SCM and LES LWP are 0.82 for

mass-flux cloud and 0.81 for total cloud. The worst

performance for the total is the overestimate on 1 Au-

gust (uppermost points in the figure), as has already

been noted. This figure is for the uncoupled runs

(specified surface fluxes), the coupled runs perform

similarly but are not shown.

Liquid water path observations were obtained from

the AERIoe retrieval, which combines ground-based

infrared [Atmospheric Emitted Radiance Interferom-

eter (AERI)](Knuteson et al. 2004) and microwave

radiometer (Cadeddu et al. 2013) measurements

(Turner and Loehnert 2014; Turner and Blumberg

2018) using an optimal estimation approach. The

combination of the AERI and MWR radiances in a

single retrieval results in a significantly more accurate

LWP retrieval over the entire range of LWP (Turner

2007). In-cloud LWP estimates were produced every

20 s, each with an uncertainty estimate. In Fig. 6, we

show averages of the observed LWP over the active part

of the day (1000–1800 CST) plotted against values from

the LES and SCM. The observed in-cloud LWP is av-

eraged to 1 h and multiplied by the corresponding hour-

average low cloud fraction from the ARM value-added

FIG. 5. Mean liquid water path (kgm22) for the uncoupled

MYNN-EDMF simulations with three different forcings for each

of the five days. Mean is taken over 1000–1800 CST . Blue 3s in-

clude nonconvective subgrid cloud and gridscale cloud, and yellow

circles are the mass-flux cloud only.

FIG. 6. Observed liquid water path from the AERIOE retrieval vs

(top) LES and (bottom) SCM LWP. Domain-averaged LWP is av-

eraged over 1000–1800 CST for each day. The three forcings are

color coded as shown in the legends. Note that there are only five

unique x-axis locations (the observed LWP for each of the five days).
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product Active Remote Sensing of Clouds (ARSCL;

Clothiaux et al. 2000) to produce values that can be

compared to the domain-averaged LWP from the LES

and SCM. The AERIoe 20-s uncertainty estimates are

approximately 4% of the LWP value. The true un-

certainty of the LWP is certainly dominated by sampling

uncertainty, given the small beamwidth of the in-

struments and the small cloud fractions relevant here.

We do not attempt to estimate that uncertainty.

The three LES-simulated LWP values for each day

(Fig. 6, top) bracket the observations on three of the five

days. The importance of the forcing, previously noted, is

reinforced by the wide spread in the vertical direction for

each observed value. No single forcing is superior on all

days (Gustafson et al. 2017a). The spread of SCM values is

even greater (Fig. 6, bottom), with the result that the

simulations bracket the observations on all five days.

6. Discussion

The MYNN-EDMF scheme was substantially tuned to

the 6 June VARANAL case only. More than 100 SCM

simulations of that case were run, and various parameters

and formulations in the scheme were tuned. However, the

tuning was also directed by the primary forecast objectives

of the operational RAP/HRRR for which the scheme is

intended, such as severe convection, near-surface tem-

peratures, and cloud ceilings. Those models run on very

extensive domains, and must faithfully represent clouds

from the tropics to the Arctic. As such, considerable effort

was expended to make sure that the mass-flux part of the

scheme was not too active, which would deteriorate the

representation of gridscale or subgrid stratus.

Forcing SCM runs with surface fluxes and skin tem-

perature incurs some uncertainty, as discussed above.

To make sure that the differences between LES and

SCM are due to the PBL and shallow cloud formulation

in the SCM, and not to ambiguity in the surface forcing,

we executed the same simulations with a coupled land

surface, still with the MYNN-EDMF PBL scheme. The

Noah land surface model (LSM) was used, with land type

2 (dryland cropland and pasture), soil type 7 (sandy clay

loam), and green vegetation fraction 0.9. For each simu-

lation, all soil layers were initialized to the temperature of

the surface in the input sounding. Soil moisture was tuned

to produce as closely as possible the peak fluxes and their

partitioning as specified to the LES. This tuning was in a

narrow range between 0.27 and 0.32 (relative soil mois-

ture fraction), uniformly for all soil layers.

Figure 7 shows the cloud properties from the coupled

runs for the VARANAL simulations on each of the five

days. Comparing these to the uncoupled runs in Fig. 1,

we see that the coupled runs produce slightly more

LWP, especially later in the run. On 27 June this is an

improvement, but on 6 and 9 June it matches the LES

less well. Fog (cloud base at the surface) is not present

late in the coupled runs for 9 June and 1August, as it was

in the uncoupled runs, but large cloud fractions aloft are

still present. In Fig. 8, the surface fluxes specified in one

of the uncoupled runs and produced by the land surface

model are compared. The LES is driven by the same

fluxes as the uncoupled SCM. Note that the friction

velocity u* is not specified in either case. The peak

sensible and latent heat fluxes are similar between the

specification and the LSM, due to soil moisture tuning.

The fluxes produced by the LSM with either PBL

scheme are slightly lower early and slightly higher late in

the run, which probably accounts for the slight timing shift

in LWP. The coupled sensible heat flux after 18.5 CST

is slightly negative, as expected for this time of day, but the

specified flux is strongly negative. This is responsible for

the formation of fog in the uncoupled runs, as the strong

negative sensible heat flux forces the near-surface layers

to cool and stabilize, which limits upward transport of the

water vapor introduced by the still-positive latent heat

flux. Skin temperature in the coupled simulation is higher

than that specified.

Tenuous cloud presents a challenge to the MYNN-

EDMF parameterization. As can be seen for the 6 June

MSDA simulation (Fig. 3) and the 29 August VARANAL

(Fig. 1), clouds that barely exist in the LES are not

well simulated by the mass-flux part of the scheme. This

is an expected result of using discrete updrafts.

The vertical grid for these MYNN-EDMF experiments

was similar to that used on the RAP and HRRR. This

constrained the cloud liquid to one or two levels and we

hypothesized that it might have contributed to the non-

smooth profiles. However, the overall results in terms of

LWP and cloud cover were still reasonable. Uncoupled

simulations with a finer grid of 64 levels (see the appendix)

contradicted this hypothesis. The main points of behavior

were similar, including fog in 9 June and 1 August

VARANAL simulations. LWP was smaller. Cloud base

was too low, and the vertical profiles remained unsmooth.

Overall the finer-grid simulations did not show improved

results. It is likely that some retuning of the scheme would

be needed to demonstrate better results with a finer

grid. Finer resolution would likely be more important

for stratocumulus conditions, which have thin cloud

layers under sharp inversions, than for these relatively

deep ‘‘shallow’’ cumulus conditions.

The sensitivity of cloud properties to two parameters

in the MYNN-EDMF scheme is tested here. This is by

no means a complete evaluation of the parameter space,

but a simple demonstration of how sensitive the scheme

is to two parameters we expected a priori to be important.
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FIG. 7. Cloud properties in the LES and SCM coupled to the land surface for one simulation on five days. Cloud

base and top (m), liquid water path (kgm22), and cloud cover (unitless) are shown in columns as labeled. Line colors

are called out in the legend. Note that vertical axes differ for each day. In the LWP plots, the contribution from the

mass-flux component is shown in yellow, and the total including nonconvective subgrid cloud is in blue.
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More complete evaluations of MYNN parameters in an

earlier (non-EDMF) version are presented by Yang et al.

(2017). The chosen parameters are the leading coefficient

of the lateral entrainment rate equation (AEPS 5 0.5)

and the coefficient B in the updraft vertical velocity cal-

culation (BCOEFF 5 0.2; see the appendix). AEPS

controls how much environmental air the updraft en-

trains as it rises, and therefore how much the updraft

properties tend toward the enviroment’s properties.

BCOEFF controls how much the updraft is accelerated

or decelerated by the buoyancy difference between the

updraft and environment. In MYNN-EDMF, BCOEFF

is set separately for positive and negative buoyancy. We

choose a small range for the tested changes (approxi-

mately plus or minus 10% of the parameter’s central

value) to make sure that the system stays in the same

basic regime and does not encounter other limits. The

chosen values are tabulated in Table 2. See the appendix

for details of the formulations.

Decreasing lateral entrainment into the updraft by

reducing AEPS increases LWP throughout the run

(Fig. 9), and increasing entrainment reduces LWP. This

is the first-order control in any EDMF scheme (e.g.,

Angevine et al. 2010) and the effect is strong for even

FIG. 8. Surface temperature and fluxes in uncoupled (blue), MYNN coupled (red), and

TEMF coupled (yellow) SCM simulation of 6 Jun VARANAL (sim0030). In the uncoupled

run, the fluxes (except u*) are specified to the SCM and LES. In the coupled runs, the fluxes are

produced by the Noah land surface model.
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this small change in the coefficient. Changing the up-

draft acceleration due to buoyancy has a weaker effect.

Reducing BCOEFF by 10% reduces LWP late in the

run, and increasing BCOEFF has the opposite effect.

The LWP change is partly due to a corresponding

change in cloud thickness (not shown). Because chang-

ing BCOEFF for both acceleration and deceleration

together has a compensating effect, we did not have

specific a priori expectations for this change.

As a comparison with a simpler scheme, cloud prop-

erties from the TEMF PBL scheme are shown in Fig. 10.

This scheme has only one source of subgrid cloud, the

condensing (single) updraft. It is run on the 64-level grid,

coupled to the LSM. Some parameters have been

modified from the version contained in recent WRF

releases to achieve the results shown here; this tuning

was done on the 6 June VARANAL case only. The

cloud base and cloud top compare well to the LES, al-

though the timing is imperfect. Liquid water path and

cloud cover also agree well during the period of active

convection. Overall TEMF LWP is lower and less vari-

able than in the LES. Updraft lateral entrainment in

TEMF depends only on the height reached by a dry test

updraft (see the appendix), and the flux limiter also

plays a role in reducing the ability of the scheme to vary

LWP. The MSDA forcing produces very tenuous clouds

in these runs as it did in the MYNN runs. In the

ECMWF-forced run, the increase in cloud cover late in

the day seen in the LES is not seen in the TEMF SCM

run, which has no ability to produce subgrid cloud when

the surface is stable. The fluxes in the coupled TEMF

6 June VARANAL run are shown in Fig. 8.

Potential temperature and specific humidity profiles

presented in Fig. 11 are considerably smoother with

TEMF than with MYNN-EDMF (Fig. 4). We suspect

that this is due to increased eddy diffusivity in the cloud

layer, in turn caused by the use of total turbulent energy

(TE) rather than TKE as the prognostic energy variable

inTEMF. TE is not destroyed by stable stratification, so it

is carried higher into the stably stratified cloud layer. This

hypothesis will be a subject of future work. The profiles

also show a lower subcloud layer height and a less well-

mixed humidity profile than in the LES. The relationship

between the simulated and observed profiles is similar to

the MYNN-EDMF results; again, the simulations are

more similar to each other than to the observations.

Compared to the version contained in recent WRF

releases (up to v3.9), the following changes were made

to improve the performance of TEMF for this study. The

updraft specific humidity is initialized with the surface

value rather than the first model level value. The first-

guess height of the updraft is calculated as the height

where virtual potential temperature first exceeds the

average of the values at the lowest two levels, rather

than the lowest level only. The mass-flux contribution to

heat flux at the lowest level is now imposed relative to

the surface flux rather than to the eddy diffusivity flux at

the first level, considerably strengthening the mass-flux

contribution. A new limit of 2.0m s21 on maximum

updraft vertical velocity is imposed. A former lateral

entrainment limit of 0.002 s21 minimum was removed.

Overall these changes increase the height to which the

updraft rises and the amount of moisture it carries aloft,

thereby increasing cloud top and LWP. These changes

can be seen in the code provided and in the code frag-

ments in the appendix. We have no immediate plans to

include them in a WRF release.

7. Conclusions

The new MYNN-EDMF scheme for boundary layer

mixing and cloud performed very well in these single-

column tests. Its performance was evaluated against LES

of several different case days. For each day, there were

three different forcing datasets, which consist of initial

conditions, advection terms, and surface fluxes. Liquid

water path, cloud fraction, and cloud base and top heights

compared well. The cases provided a wide range of LWP,

which was reproduced well by the SCM during the con-

vectively active periods. One notable difference was seen

late in the day on 9 June and 29 August, when the

SCM produced large cloud fractions not seen in the LES.

TABLE 2. Parameter values for sensitivity tests. BCOEFF values

were varied as pairs (accelerating and decelerating together, see

the appendix), not separately, for a total of four sensitivity tests.

Parameter Central Smaller (2) Larger (1)

AEPS 0.50 0.45 0.55

BCOEFF accelerating 0.15 0.135 0.165

BCOEFF decelerating 0.20 0.18 0.22

FIG. 9. Liquid water path in sensitivity test runs. See Table 2 for

labels and values of modified parameters.
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FIG. 10. Cloud properties in the LES and SCM with TEMF PBL scheme coupled to the land surface for three sim-

ulations on one day (6 Jun 2015). Cloud base and top (m), liquid water path (kgm22), and cloud cover (unitless) are

shown in columns as labeled. The three different forcings are in rows. Line colors are called out in the legend. In the LWP

plots, the contribution from the mass-flux component is shown in yellow, which is the only source of subgrid cloud in

this scheme.
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FIG. 11. Potential temperature and specific humidity profiles for the simulations shown in Fig. 10, at time

1430 CST. LES profiles are in red, SCM is in blue, and 2030UTC radiosonde is in yellow. In the right column, liquid

water content (kg kg21 3 100) is also shown, with the SCM in purple and LES in green.
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On 29 August, when the LES cloud was very weak and

tenuous, the nonconvective subgrid part of the SCM

produced more and thicker cloud with more LWP, but

still quite small compared to other days. Moisture pro-

files were not well-mixed, probably because of relatively

weak mass-flux transport.

The vertical grid in the SCMwas set to that used in the

operational RAP/HRRR system, for which this scheme

is intended. This resulted in some lack of smoothness in

the temperature and moisture profiles, and in the cloud

base and top. Cloud tended to occupy only one or two of

the relatively thick (;500m) layers. However, this did

not impair the overall good performance. Tests with a

finer grid did not significantly improve the results.

Using specified surface fluxes to drive the SCM is a

challenge independent of the actual performance of the

SCM, since the effective flux–gradient relationships of the

SCM and LES do not perfectly match. Runs with a cou-

pled land surface model instead of specified fluxes pro-

duced quite similar results. This lends confidence that the

MYNN-EDMF scheme performance shown here is robust

and will carry over to full three-dimensional simulations.

This study contains a number of original contributions.

It is the first use of the LASSO cases for parameterization

development. The 15 cases shown are farmore than shown

in previous works, and allow us to consider how the

boundary layer and shallow cloud schemes handle the

variation in cloud amount from day to day and across

different forcing data (e.g., Fig. 5). In addition, all previous

works that include LWP use retrievals only from micro-

wave radiometers (MWRs), and primarily from MWRs

that only have channels at frequencies below 60GHz.

Retrievals that only use these low frequencies have very

large uncertainties when the LWP is small. This is the first

paper that uses the combined AERI 1 MWR, which has

less than 20% random error over the entire range of LWP,

to evaluate modeled Cu. The MYNN-EDMF scheme is

the first multiplume EDMF scheme to be used in an op-

erational model in the United States.

The results shown here suggest several areas for fu-

ture research. We will expand the analysis to include the

LASSO Alpha 2 cases from 2016. We will evaluate the

scale-aware aspects of the MYNN-EDMF scheme by

using a multicolumn setup with varying grid spacing.

This will inform analysis of the necessary number and

distribution of updrafts. Further tuning of the non-

convective subgrid cloud calculation will be undertaken.

Increasing eddy diffusivity in the cloud layer could

make profiles smoother. The sensitivity of the scheme

to the vertical grid should be explored and minimized.

Strengthening of the mass-flux component to produce

more well-mixed moisture profiles will be considered.

Possible improvements to the simpler TEMF scheme

that can be tested with the LASSO framework may also

be explored. The changes made here to TEMF may be

considered for futureWRF releases if they can be shown

to be positive in a wider variety of cases.
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APPENDIX

Vertical Grid and Code Fragments

Figure A1 shows the two vertical grids used for the

runs described in this paper.

FIG. A1. Vertical grids used in the SCM simulations. Mass levels

are shown. Only levels below 5000m AGL are shown for clarity.

Blue is the RAP/HRRR grid with 50 mass levels (51 namelist

levels), red is the proposed future grid used in the TEMF simula-

tions with 63 mass levels (64 namelist levels).

DECEMBER 2018 ANGEV INE ET AL . 4319

https://doi.org/10.5439/1256454
https://doi.org/10.5439/1256454
https://www.arm.gov/capabilities/modeling/lasso
https://www.arm.gov/capabilities/modeling/lasso
https://esrl.noaa.gov/csd/groups/csd4/modeldata/
https://esrl.noaa.gov/csd/groups/csd4/modeldata/


Entrainment formulation: In MYNN-EDMF, the

fractional entrainment rate is

ENT(k, i)

5 0.5/(MINfMAX[UPW(K2 1, I), 0.75], 1.5g3 ‘) ,

where k is the level index, I is the updraft index, UPW

is the updraft vertical velocity, and ‘ is the plume di-

ameter. The leading coefficient, denoted AEPS in

the text (0.5 here) is varied for the sensitivity tests

(Table 2).

In TEMF, the fractional entrainment rate is

Cepsmf 5 2.0/max[200., h0(i)] ,

where h0 is the dry (test) updraft height and i is the

horizontal index. The rate is constant for all heights.

Vertical velocity equation:

In MYNN-EDMF

Wn 5 UPW(K2 1, I) 1 f22. 3ENT(K, ‘) 3 UPW(K2 1, I) 1 BCOEFF

3B/MAX[UPW(K2 1, I), 0.2]g3MIN[ZW(k)2ZW(k2 1), 250.] ,

where Wn is the updraft velocity at level K, subject to

further limits which can be examined in the code; and B

is the updraft buoyancy. BCOEFF is

IF(B . 0.)THEN
BCOEFF 5 0.15
ELSE
BCOEFF 5 0.2
ENDIF

and is perturbed for the sensitivity tests with values

shown in Table 2.

In TEMF, essentially the same formula is used, but

with a fixed value of the B coefficient:

dwUPDmoistdz(i,k2 1)

5 22. 3 epsmf(i,k)3wupd_temfx(i,k2 1)

1 0.333Bmoist(i, k2 1)/wupd_temfx(i, k2 1)

wupd_temfx(i,k) 5 wupd_temfx(i, k2 1)

1 dwUPDmoistdz(i,k2 1)

3 dzm(i, k2 1)

(De Roode et al. 2012) discuss the vertical velocity repre-

sentation in models in great detail, and they find that the

form of equation used in our two schemes and nearly

all others has a questionable theoretical basis. They also

tabulate coefficient values used in many schemes. In par-

ticular, they argue that the entrainment term is un-

supported and that the optimal value of its coefficient

is zero.
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